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Abstract. While the concept of digital twins has a history of at least
twenty years, the design of user interfaces for digital twins is less well
studied. Extended Reality (XR) interfaces show particular potential in
this domain. Creating a custom XR interface for a digital twin requires
the involvement of software engineers with diverse skill sets. Existing
efforts to create XR interfaces for digital twins have been case studies
designed for the specific use cases they were tested on. This paper in-
troduces an authoring tool that allows end users without programming
expertise to create XR interfaces for digital twins without writing any
code themselves. Our initial prototype demonstrates the ability to parse
machine data formatted according to the MTConnect standard, and pro-
vides menu-based interfaces and a sandbox of data visualizations to guide
users through interpreting and displaying data.
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1 Introduction

Within the context of manufacturing, a digital twin is a "fit for purpose digi-
tal representation of an observable manufacturing element with synchronization
between the element and its digital representation" [12]. Digital twins can help
lower costs, improve worker safety, and positively impact the performance of a
manufacturing system with respect to productivity, energy consumption, and
product quality.

The existing literature contains an abundance of case studies of digital twins
[17,6,8,1,5,21,22]. These case studies are usually one-off prototypes that describe
how they were created, but are not generic or reusable in other contexts [10].
Current methods for creating digital twins require considerable investment of
both funds and human resources.

This paper will introduce a tool which exists in Mixed Reality (MR). Within
this paper, we will use XR as an umbrella term to refer to any combination of
virtual reality (VR), augmented reality (AR), and mixed reality (MR). We will
use MR to refer to the more specific category of virtual information seen while
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wearing a head-mounted display (HMD) with video see-through that possesses
a high level of local presence [20].

XR is a promising medium for interfaces to digital twins in a manufacturing
context [23]. AR supports the creation of world-fixed information, or information
superimposed at a specific point in 3D space. World-fixed information reduces
the cognitive load of understanding information by avoiding context switching
between diagrams and the objects they represent [9]. Many modern XR devices
are HMDs, which do not require controllers, and instead use hand-tracking and
gestures as input devices. Users therefore do not have to halt maintenance work
to use interaction tools such as keyboards, touch screens, or printed documents
in order to interact with the system [24].

XR environments can also improve the ability of an end user to interpret
data. For example, they allow users to see and understand the 3D shapes of
objects that are too large or otherwise obfuscated to be observed in physical
reality [18]. For data with high-dimensionality, virtual immersive environments
allow more variables to be presented simultaneously, using properties such as
XYZ spatial coordinates, length, width, height, shape, color, and transparency
of the representation of any data point [7]. Henry et al. [11] found that partic-
ipants exploring a network graph identified properties such as the number of
nodes of the same type and the number of neighbors of a particular node more
quickly when viewing an immersive, egocentric visualization than when viewing
a non-immersive rotateable 3D model of the graph. Exploring multidimensional
datasets in immersive VR increases the depth of insights that users gain without
increasing their workload [15]. For complex 3D graphs, the stereoscopic vision
and motion parallax created by being in an immersive environment improves the
visibility of separate points [4].

XR interfaces also open opportunities for computer-supported cooperative
work, such as allowing conversations between a physically present user in AR,
and a physically remote user in VR, who can both see one another and the same
virtual data. One well-documented use case for this type of remote coopera-
tive work is allowing remote experts to assist physically present operators with
complex maintenance tasks [1]. Balakrishnan et al. [3] suggests that a visualiza-
tion tool enabling both physically present and remote users to have edit access
improves performance on complex tasks.

Creating and maintaining a custom VR or AR interface for a digital twin
(DT) requires both one or more software engineers capable of creating a DT,
and one or more software engineers capable of creating an XR experience. In
this paper, we propose a potential solution for creating MR visualizations of
and interfaces to DTs without incurring the expense involved in creating and
maintaining a custom MR application. Our solution is MiRIAD (Mixed Reality
Interface Authoring Tool for Digital Twins), a simple authoring tool for creating
MR interfaces from MTConnect data. It is designed for use by non-programmers,
and has an intuitive and conversational interface.

The rest of this paper is organized as follows: Section 2 describes existing XR
DTs. Section 3 describes the MiRIAD prototype, focusing on several practical



Title Suppressed Due to Excessive Length 3

details of its implementation. Section 4 illustrates the usage of MiRIAD by as-
sembling an MR interface for a digital twin of a UR5e robot arm with it. Section
5 discusses the limitations of this work, and future work.

2 Related Work

Several case studies exist which represent properties of an individual Observable
Manufacturing Element (OME) in an AR environment [12]. For example, Zhu
et al. [25] used a Microsoft Hololens to visualize the axis position data, machine
tool status, cutting tool data, historical tool path data, cutting force data, safety
volume data, spindle speed, feed rate, and cutting force of a computer numerical
control (CNC) machine. Cai et al. [6] used AR to display where to place robot
arms in reconfigurable additive manufacturing scenarios, as determined by a DT.

Much work at the intersection of digital twins (DTs) and VR prototype use-
cases relates to human-robot interaction (HRI). VR-based HRI interfaces allow
users to program and operate robots without being physically near them. This
addresses a number of safety concerns involved in HRI. It also allows users to
understand the position of the robot and other objects relative to one another in
3D space, a feature that is useful for teleoperation. For example, Dobot Magician
is a VR interface that allowed users to hand-guide a robot arm from the safety
of a virtual environment, rather than doing so while being in the same room as
the robot arm and interacting with it directly [22]. Wang et al. [21] used a VR
interface to allow students who were not experienced carpenters to program a
KUKA mobile industrial robotic arm to install drywall panels in an imperfect
setting. In their first session using the system, students and the robot were able
to install simulated drywall panels faster than experienced carpenters are able
to when working alone. Several other VR applications have been implemented
which allow users to program robots in virtual reality [5,2,14,21].

Authoring tools for MR applications in manufacturing settings usually re-
quire a software engineer or content developer to create content on an applica-
tion other than the HMD, rather than allowing end users to provide meaningful
input while using the application itself. One notable exception is Authorable
Context-aware AR System (ACARS). ACARS allows maintenance technicians
to author AR contents on-site [24]. ACARS still requires AR content developers
to create content via a desktop interface, but allows technicians to modify this
content from within the application. Another is Corsican Twin, a tool for au-
thoring augmented reality data visualisations in VR using digital twins [19]. In
a user study, Prouzeau et al. [19] found that "Participants in all groups agreed
that allowing different end-users to author and customise their own visualisa-
tions was important, since each technician is sensitive to the particular types of
information they need when diagnosing a failure."

While a number of XR interfaces for DTs have been developed and evaluated,
they have each been made by a team of experts, and for a specific use case.
Limited explorations that allow end-users to develop XR DTs themselves suggest
that end-user authorship may be a valuable approach. This paper introduces an
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authoring tool that will allow end-users to develop MR interfaces to DTs. At
this point in time, authoring tools for MR interfaces to DTs are under-explored
in the literature.

3 Prototype

MiRIAD is an authoring tool that allows end users to create MR interfaces for
digital twins. The initial prototype described in this section demonstrates the
ability to parse machine data formatted according to the MTConnect standard,
and provides a number of menu-based interfaces and a sandbox of data visual-
izations to guide users through interpreting and analyzing data [16].

The flow of control between a user and the application is depicted in Figure
1. The user is first required to provide the application with correctly formatted
data. MiRIAD then parses that data into a generic structure used internally, and
presents it to the user as a more human-readable series of menus and summary
statistics. From these menus, the user selects aspects of the data to include in the
visualization, and appropriate visualization tools to represent them. The user is
then able to place them in a persistent location in 3D space. While MiRIAD
continues to display these visualizations, it does not, in its current form, make
decisions or recommendations based on the data. Decision making continues
to be the responsibility of users. A system architecture diagram of MiRIAD is
shown in Figure 2.

3.1 Data Parsing

MTConnect was chosen as the first data format for MiRIAD to be able to display
because of its ease of use, broad adoption, and open-source nature. MTConnect
is a protocol for logging events during the operation of a manufacturing machine.
"Agents" translate data from equipment, which is frequently in proprietary and
non-standard formats, into data that adheres to the MTConnect Standard.

MTConnect data is in Extensible Markup Language (XML). XML is a markup
language. MiRIAD is made in the Unity3D game engine, which is comprised
primarily of C#, an object-oriented programming language. MiRIAD therefore
parses provided MTConnect data to reorganize it into an object-oriented format
which it uses internally. This format is a simple tree-structure of nodes, which
retains the tree structure from the XML data.

While the MTConnect standard contains an extensive semantic data model,
our parser is programmed to recognize only a limited number of relevant key-
words. These keywords are "DeviceStream", "ComponentStream", and "Sam-
ples". XML nodes with these keywords are represented as more specific node
types, in order to be recognized by the user interface (UI) system. Those node
types are Devices, Components, and SampleTypes. All node types inherit from
the Abstract Node class, which allows for the addition of more node types. XML
nodes that do not contain a specific keyword are assigned AbstractNodes.
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Samples are treated as a unique case. Data recorded in just a few minutes
from just one OME can contain thousands of samples. We therefore do not
create a separate node for each sample. Instead, samples with the same name
that are children of the same component are aggregated into "SampleTypes".
SampleTypes retain summary statistics about samples, such as the maximum
value, minimum value, mean of all values, most recent value, and timestamp of
the most recent value.

Fig. 1. Flow of control between MiRIAD and an end user. Users provide correctly
formatted data to the application, choose what data is important, how to display data,
where to display data, and what decisions should be made based on the data. The
application parses the data into a more human-readable format, and displays data
within a mixed reality environment.

3.2 User Interface

After data has been parsed into the generic structure that MiRIAD uses inter-
nally, data is presented to a user as a more human-readable series of menus and
summary statistics. This series of menus does not interact with the MTCon-
nect parsing structure in any way– it only relies on data contained within the
generic internal structure. This separation is to more easily allow the MTCon-
nect parser to be exchanged for any other parser for use with any other form of
hierarchy-based data.

When users enter the virtual environment, they see a menu which lists all
devices found in the provided data. Each device has options to either "Edit"
or "See More". Edit buttons of Devices open sub-menus of Components, which
each have their own "Edit" and "See More" buttons. Edit buttons of Compo-
nents open sub-menus of Sample Types. Edit buttons of Sample Types display
summary statistics of the samples associated with that Sample Type, as well as a
list of potential representations with which to visualize them. An example of one
summary statistics panel is shown in Figure 3. Any Device, Component, Sample
Type, or Representation can be grabbed with the user’s hands and moved in 3D
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Fig. 2. System architecture diagram of MiRIAD.

space. Removing an item from a menu causes it to be considered "part of the vi-
sualization", and therefore controlled by "See More / See Less" buttons, rather
than part of the Edit menu. This collapsing tree structure balances reducing
visual clutter against specificity of information, by allowing users to temporar-
ily expand sections of the visualization that are relevant, and close parts of the
visualization that are in the way.

3.3 Visualizations

This prototype did not include 3D models of the machine itself, as the machine it-
self is still visibe in MR, and because representations of the physical components
of OMEs and their movements are already explored in existing literature [17].
Instead, this work focused on representing generic data types, and displaying
the variety of information which would not immediately be visually obvious to a
physically-present operator. Visualizations can be grabbed and moved around,
and are part of the collapsible menu structure in the same way that other parts
of the UI are. Our current menu of visualizations only works for the "float" data
type. The following three types of visualization exist in this authoring tool:

Simple Float The simple float representation is one number, presented as text.
It is always set to the most recent value.
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Fig. 3. An example of a summary statistics panel. This panel contains both summary
statistics about all samples labelled with the same name that are a child of the same
component in the provided data. It also contains a number of options for representations
that can be used to represent data summarized on the panel.

Thermometer The thermometer (Figure 4) presents a visual summary of the
relationship between all collected summary statistics, other than the timestamp
of the most recent sample. The black ring represents the position of the mean
relative to the minimum and maximum values. The ratio of the magenta section
of the thermometer relative to the total size of the thermometer represents the
value of the most recent sample, much like the level of mercury in a physical
analog thermometer. Being a round, 3-dimensional object, rather than a flat
display, allows this visualization to both be visible from all angles, and cause
relatively little occlusion.

Scaling Float The scaling float representation is an exploration of how the
unstructured nature of an MR interface can be used to prioritize information
based on importance. In the absence of a firmly defined screen with limited
space, UI elements have much more freedom to vary in scale while remaining
legible. This representation looks much like the simple float, but changes scale
based on the most recent value. The scaling float is smaller when the most recent
value is closer to the mean of all samples for this sample type, and larger when
the most recent sample value is farther from the mean. Assuming that some
variables are more important to pay attention to when they are farther from the
mean value of the data, this representation adapts the UI to changing conditions
with a simple and easy-to-understand mechanic.

The implementation of this research work can be found on its github respos-
itory.

https://github.com/aubreySimonson/UntitledDTAuthoringTool
https://github.com/aubreySimonson/UntitledDTAuthoringTool
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Fig. 4. Simple float and thermometer visualizations. Simple floats only display the
value of the most recent sample. Thermometers express how the most recent sample
relates to the mean and range of all samples for that sample type. The black ring
represents the position of the mean relative to the minimum and maximum values

4 Illustrative Case

MiRIAD, as an authoring tool, is capable of making many different interfaces
from many different sources of data. In this section, to illustrate how MiRIAD
might be used, one interface is made from one source of data. In this illustra-
tive case, an XR visualization of data from a UR5e robot arm is created using
MiRIAD. This robot arm is part of the Digital Twin Lab (DTL) at the National
Institute of Standards (NIST), a workcell consisting of small collaborative robot
arms for material handling and machine tending, a computer numerical control
(CNC) machine tool for cutting a part, and a coordinate-measuring machine
(CMM) for product geometry measurements and quality control[13].

Figures 5-11 are all screencaptures from the process of using MiRIAD. MiRIAD
uses passthrough, and runs on a Meta Quest 2. Passthrough is a feature of
many recent consumer and commercial-grade HMDs, which allows the user to
see a real-time reconstruction of the physical environment while wearing an
opaque display. For privacy and security reasons, high-quality screen recordings
of passthrough applications only show virtual content– they do not also record
the physical environment. Figures 5-11 therefore provide a lower-quality image
recorded using scrcpy, a tool for mirroring Android devices, alongside a higher-
quality image of the generated content.

Data recorded from the DTL is included with the project before it is built
in Unity and uploaded to a Meta Quest 2 HMD. MiRIAD parses this data, and
presents the user with a menu of all available devices, as can be seen in Figure
5. From this list of devices, the UR5e is selected.

Many properties of the robot arm are visible in the HMD, such as the angle
of any joint, or status of the gripper. This MR visualization will represent the
torque of three rotaries, which is more difficult to perceive. Selecting the edit
button opens a menu of all components of the robot arm that were found in the
data. This components menu is shown in Figure 6. Three rotaries are selected
by grabbing them with the hands and removing them from the edit menu. The
controller is also selected, so that accumulated time can be used as a debugging
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tool, to check if new data is being received from the robot arm if none of the
torque values are changing.

Each of the three rotary visualizations are placed next to the rotaries they
represent, as shown in Figures 7 and 9. On each rotary, pressing "edit" opens the
sample types menu. From each of these menus, "torque" is selected by grabbing
it and removing it from the edit menu. Selecting the "edit" button on any of
these sample types opens the summary statistics panel. Each summary statistics
panel includes the maximum value, minimum value, mean value, and most recent
value found in the recorded data, as well as the timestamp associated with the
most recent value, and the total number of samples found associated with this
component and this name. The value of "torque" for each rotary is a float. The
summary statistics panels therefore include three possible means of representing
a float.

inside of the HMD as recorded via scrcpy Oculus record tool

Fig. 5. When the user first enters the scene, they see a menu of all available devices.

Torque may be more important if the value is unusually high. A scaling float,
which will be larger if the value is farther from the mean found in the data, is
therefore selected. A scaling float will be large if the value of torque is unusually
low as well as unusually high. Therefore, a thermometer, which displays how
the most recent value compares to the mean and range of values, is selected in
order to help differentiate these cases. This process is then repeated for all three
rotaries.

From the controller (a component), accumulated time (a sample type) is se-
lected. Accumulated time is useful as a debugging tool, as it should increase while
new data is being received from the robot arm even if none of the torque values
are changing. This value is expected to increase monotonically, and the fact that
the value is changing is more relevant than what the value is. A simple float is
therefore appropriate. Once these data representations have been selected and
placed, the visualization (Figure 10 and 11) is finished. It displays information
in XR that cannot be seen without it, and does not require any programming on
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inside of the HMD as recorded via scrcpy Oculus record tool

Fig. 6. Selecting the edit button on any devices opens the components menu.

inside of the HMD as recorded via scrcpy Oculus record tool

Fig. 7. Placing UI for a component next to the physical component it represents.

inside of the HMD as recorded via scrcpy Oculus record tool

Fig. 8. Creating representations from the representations menu.
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the part of an end user to create from the prerecorded data. While, in this case
study, we demonstrate making only one interface from only one source of data,
MiRIAD, as an authoring tool, is capable of making many different interfaces
from many sources of data. Similar interfaces can be made using the same tool
from any MTConnect data.

inside of the HMD as recorded via scrcpy Oculus record tool

Fig. 9. Placing a representation near the component it represents. The UI for this
component is placed such that it does not occlude the teach pendant, which is also
visible.

inside of the HMD as recorded via scrcpy Oculus record tool

Fig. 10. This MR visualization represents the torque of three rotaries, as well as the
accumulated time according to the controller.
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inside of the HMD as recorded via scrcpy Oculus record tool

Fig. 11. To reduce occlusion, the visualization for each component can be hidden using
the "See Less" button.

5 Discussion

The use of MiRIAD significantly reduces the need for specialized programming
expertise, thereby making XR interfaces more accessible. Creating an XR inter-
face, as described in Section 4, could be done by the end-user of the interface,
rather than a dedicated software engineer, allowing greater customization to
their specific needs. Consequently, MiRIAD represents a significant stride to-
wards enabling manufacturing systems to harness the benefits of XR interfaces
and DTs.

In its present state, MiRIAD can be seen as a preliminary exploration rather
than a fully functional prototype. MiRIAD has not yet undergone evaluation via
user testing, which is important future work. The tool currently lacks certain
features, such as the capability to remove items from the interface or to save
designed interfaces. Additionally, MiRIAD’s current version is limited to repre-
senting float values and only accommodates one float per visualization, rather
than ways to represent the interaction between variables. MiRIAD can be used
to generate an interface from pre-recorded data, but does not have the ability to
display real-time data with that interface. These identified limitations present
valuable avenues for future research and development. While MiRIAD currently
can only represent MTConnect data, its extensible underlying data structure is
designed to also incorporate data from a myriad of other sources. Other possible
future work includes expanding MiRIAD to work on other HMDs. Figures 5-11
are recorded on a Meta Quest 2, one of the earliest HMDs to use passthrough.
More recent HMDs offer higher resolution and passthrough in color.
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6 Conclusion

In this paper we present MiRIAD, an authoring tool for creating mixed real-
ity interfaces for digital twins. MiRIAD allows end users without programming
expertise to create XR interfaces for digital twins without writing any code
themselves. This allows users to experience the benefit of digital twins with
XR interfaces. Our initial prototype demonstrates the ability to parse machine
data formatted according to the MTConnect standard, and provides a number
of menu-based interfaces and a sandbox of data visualizations to guide users
through interpreting and displaying data. Use of this prototype is demonstrated
by creating an MR interface for a UR5e robot arm. This initial body of work
demonstrates the feasibility of authoring tools for MR interfaces to DTs.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.

Disclaimer

No endorsement of any commercial product by NIST is intended. Commercial materi-
als are identified in this report to facilitate better understanding. Such identification
does not imply endorsement by NIST nor does it imply the materials identified are
necessarily the best for the purpose.
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