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Quantum networking protocols relying on interference and precise time-of-flight measurements require high-
precision clock synchronization. This study describes the design, implementation, and characterization of two
optical time transfer methods in a metropolitan-scale quantum networking research testbed. With active electronic
stabilization, sub-picosecond time deviation (TDEV) was achieved at integration times between 1 s and 105 s over
53 km of deployed fiber. Over the same integration periods, 10-picosecond level TDEV was observed using the
White Rabbit-Precision Time Protocol (WR-PTP) over 128 km. Measurement methods are described to understand
the sources of environmental fluctuations on clock synchronization towards the development of in-situ compensation
methods. Path delay gradients, chromatic dispersion, polarization drift, and optical power variations all contributed to
clock synchronization errors. The results from this study will inform future work in the development of compensation
methods essential for enabling experimental research in developing practical quantum networking protocols.

The potential benefits of quantum networks include the-
oretically secure quantum key distribution1, distributed
quantum sensing2 and computing3, and secure clock
synchronization4,5. High-precision time and frequency syn-
chronization enables fundamental quantum networking capa-
bilities from measuring the indistinguishability6 of sources
to entanglement distribution7–9 and swapping10–12. High-
precision clock synchronization is sufficient to support near-
term point-to-point quantum communications. As networks
scale, the protocol requirements for high-accuracy time syn-
chronization could evolve. Time transfer needs for quan-
tum networking research include the ability to integrate into
existing telecommunications infrastructure, co-propagation
of quantum and classical signals13–16, scalability, resilience,

and security. As single photon pulse durations can vary
from nanoseconds to the femtosecond regime using ultrashort
lasers, our initial goal is to achieve 10−11 s time deviation
(TDEV) at one second integration time to enable delivery of
entangled photons to distant nodes17,18. Optical two-way time
and frequency transfer (OTWTFT) over fiber can achieve the
initial testbed requirements19–23.The White Rabbit – Precision
Time Protocol (WR-PTP)24,25 can achieve time and fractional
frequency instability of 10−11 at one second26.

Several groups are currently developing metropolitan-scale
quantum networks23,27–31. As an emerging testbed to advance
research in quantum network metrology and protocols, the
Washington DC Metropolitan Quantum Network (DC-QNet)
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FIG. 1. (A) The electronically stabilized (ELSTAB) and White Rabbit-Precision Time Protocol (WR-PTP) time and frequency transfer methods
are deployed as two separate networks in the DC-QNet. E0 through E2 denote the locations of the ELSTAB modules. W0 through W5 denote
the locations of the WR-PTP switches. WR-PTP communications pass through the optical switch (links are connected to a point on the star)
or are directly connected (links start at a point on the pentagon) at the hub for the tests. (B) Fractional frequency instability models of atomic
clocks and optical two-way time and frequency transfer (OTWTFT) methods in the DC-QNet with the measured noise range of the WR-PTP
and ELSTAB devices included.

comprises seven locations with deployed underground and
aerial optical fibers (Fig. 1A). The DC-QNet integrated and
characterized two OTWTFT methods, each with their bene-
fits and limitations. Fig. 1B models the fractional frequency
instability of the atomic clocks and the two OTWTFT meth-
ods in the DC-QNet. WR-PTP has been employed in var-
ious quantum network testbeds ranging from laboratory to
metropolitan-scales13,28,32,33. Here, we configure White Rab-
bit Switches (WRS)34 in a star topology where a centrally lo-
cated reference clock (W3) synchronizes multiple WRS (Fig.
1A). For each of the links, the WR-PTP time transfer were de-
ployed over two separate fibers operating at identical optical
wavelengths, using the dense wavelength division multiplex-
ing (DWDM) either at wavelength 1539.77 nm or at 1541.35
nm. To design and demonstrate a communications network
that can co-propagate with quantum signals in the low-loss
C-band, we also implemented a single-fiber bi-directional
synchronization architecture using coarse wavelength divi-
sion multiplexing (CWDM) transceivers at 1270 nm and 1290
nm15.

A time-correlated single-photon counting (TCSPC) module
was used to measure the phase difference between two WRS
10 MHz outputs.

The peak-to-peak phase differences between two WRS
were less than 200 ps after subtracting the initial (<1 ns) off-
set between the two clocks. The Maximum Time Interval Er-
ror (MTIE) depicts the peak-to-peak time error observed (Fig.
2A). At averaging intervals ≤ 10 s, the MTIE observed over
the network was < 25 ps. The Overlapping Allan Deviation
(OADEV) between 1 s and 105 s averaging times was below
10−11 (Fig. 2B). The TDEV floor for the underground links
dipped below 10−12 s at 10 s averaging times (Fig. 2C). Time
transfer over aerial links exposed to rapid temperature gradi-
ents experienced the most significant instabilities, which was

attributed to time-of-flight fluctuations.
Fig. 2D shows the W3-W4 path delay over the 64 km link

as measured by the WRS using 1539.77 nm transceivers based
on the time-of-arrival timestamps. This aerial link had an av-
erage path delay of 0.32 ms with an average path delay rate
of change, ∆L

∆t = 1.3 ps/s, and a maximum path delay rate of
change, 21 ps/s, Fig. 2F. The mean one-way path delay of the
53 km W2-W3 underground link (Fig. 2E) is approximately
0.25 ms. In contrast, the average path delay rate of change,
∆L
∆t , is 0.2 ps/s and the maximum path delay rate of change is
3.5 ps/s. WR-PTP can be used to measure the fiber link delay
to adjust transmission for coordinating the time-of-arrival of
quantum and classical messages. Aligning the one-way path
delay measurements from the WRS at W3 and W4 by time,
the delays of the two adjacent fibers remained within 100s of
picoseconds. For adjacent fibers, WR-PTP can be employed
as a probe signal as these fibers are generally affected by the
same changes in delay. The result can be improved by reduc-
ing the path delay normalization window. Fig. 2G shows the
one-way path delay difference with a normalization window
of less than 10 s.

A direct measurement of time-dependent round-trip path
delay was performed using optical modulation techniques on
both the W3-W2 (53 km) and the E0-E2 (35 km) fiber links. In
these measurements, a continuous wave (CW) C-band laser is
intensity-modulated at an RF frequency fmod using an electro-
optic intensity modulator (IM). The bias phase of the IM is
actively stabilized using low-frequency feedback to eliminate
slow temperature-driven variation in the operating point of the
IM. The modulated light propagates through the dark fiber
link and is looped back to its origin on a separate fiber strand.
The return signal is detected on a photodiode and measured
on a lock-in amplifier with reference frequency fmod derived
from the same signal generator that synthesizes the IM RF in-
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FIG. 2. (A) Maximum Time Interval Error (MTIE) in picoseconds, (B) OADEV, and (C) TDEV for the DC-QNet WR-PTP deployments.
The clock errors were measured relative to a reference WRS. (D) One-way path delay of the W4-W3 link (see Fig. 1A) with air temperature
measured at a weather station. The shaded areas depict cloud cover. (E) Uncompensated round-trip path delay of the W2-W3 link over a
four-day period (solid blue) with temperature measured at a weather station located near W0 (dotted orange). Inset: power spectral density
(PSD) of the path delay time trace. (F) One-way path delay (solid blue) and the rate of change (dotted orange) of the W4-W3 link. (G)
Differences between the path delay of two adjacent fibers in the same fiber bundle. Both (F) and (G) depict measurements from the W4-W3
aerial fiber.

put. The variation in phase ∆φ of the return-signal modulation
relative to the synthesizer phase ∆τ of the total loopback opti-
cal link according to ∆τ = ∆φ

2π fmod
. This method provides high-

bandwidth optical path delay measurements in the frequency
range from DC to MHz that is independent of the clock dis-
tribution architecture. In the 53 km W3-W2 uncompensated
path delay measurement (Fig. 2E), the source is a distributed
feedback laser at 1547.3 nm. Modulation is provided by an IM
driven with fmod = 100 MHz, and IM bias stabilization is pro-
vided by a modulator bias controller. The loopback mean path
delay is approximately 0.5 ms as measured separately through
a time delay of 100 ns optical pulses. Low-frequency peaks at
0.36 mHz and 1.6 mHz are observed in the power spectrum.
The origin of these features is unknown but could be related to

the cycle time of air conditioning in spaces along the fiber path
causing high-frequency vibrations and low-frequency temper-
ature variations35.
The electronically stabilized (ELSTAB) OTWTFT36–40 de-
ployed in the DC-QNet (Fig. 1A) employs a commercial37

system with a Local module (E0) used to transfer a stable ra-
dio frequency (RF) (usually 10 MHz) and 1 pulse-per-second
(PPS) signals to a Remote module. The clock outputs of the
Remote module can generally achieve a fractional frequency
instability of 10−13 at one second, which integrates as white
phase noise (1/τ).
Two pairs of RF over fiber modules transmit and receive the
10 MHz and 1 PPS signals, at distances of 53 km (E0-E1) and
70 km (E0-E2 loopback), referenced to a Coordinated Uni-
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FIG. 3. Phase difference plots between a 10 MHz signal transmitted via ELSTAB on a fiber link and the reference for that transmission. (A)
The transmission occurs over a 53 km link. Due to operation constraints, the measurement is made using the “Return” output of the Local
module. (B) ADEV for links between E0 and E1 (Blue), E2 (Green). (C) The transmission is on a 35 km link. The loopback installed on this
link allows for direct measurement of the reference versus the output of the Remote module. (D) TDEV of the same links. (E) Uncompensated
round-trip path delay of the 35 km underground link over a six-day period (blue) and temperature measured at a weather station near E2 (red).
Inset: power spectral density of the path delay time trace.
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FIG. 4. Characterization of clock transfer links. (A) Wavelength variation of the small form-factor pluggable (SFP) source when placed in an
incubator at controlled temperatures. (B) Stokes vector variation over the course of 24 hours on the W3-W4 link. (C) State of polarization
(SOP) angle variation of the W3-W5 and W3-W0 loopbacks, taken on different days for one hour from 12:00 PM-1:00 PM local time. The
W3-W4 link is also included (aerial fiber). (D) The phase differences between the WR 10 MHz clocks exhibit diurnal variations with improved
stability at night (Fig. 1A). (E) The variation in wind speed and temperature (top) in comparison to the optical power (bottom) fluctuations
over a primarily aerial 14 km W1-W0 link.(F) Clock phase differences while varying power attenuation at W4.

versal Time (UTC)-traceable ensemble of atomic clocks41,42.
The relative phase measurement was taken between the ref-
erence input and the clock outputs. To maintain continu-
ous operation, the E0-E1 OTWTFT characterization is limited
to non-invasive measurements. We compared the RF return
against the RF input. Fig. 3A shows the “in-loop” phase dif-
ference measurements between the two signals over several
months. The ∼ 12 hour break in data on 5 September was a

temporary drop in the local data collection. Nonetheless, the
OTWTFT over the E0-E1 link maintained uninterrupted oper-
ation. To determine the Remote clock’s performance, local ac-
cess is required.The out-of-loop performance of the ELSTAB
method was measured using a loopback configuration on a
pair of fibers connecting E0 and E2. With co-located Local
and Remote modules, a measurement was performed compar-
ing the Remote output against the 10 MHz signal input on a
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70 km (roundtrip) deployed link: Fig. 3B shows nearly two
weeks of phase difference. Throughout the data collection pe-
riod, the phase difference remained within 10 ps, consistent
in both links. Fig. 3C displays the ADEV for the measure-
ments. The Remote output on the E0-E2 link performs as
well as the Local return output on the E0-E1 link for aver-
aging times less than 10 s. For longer averaging times, the
Remote output appears to accumulate some additional noise
not measured in the Local return output. Without access to
the internal components of the Local or Remote modules, we
can only speculate on the source of the noise (e.g., competi-
tion from multiple reflections at poor splices or connections or
electronic noise in the Remote module that is external to the
interferometer path). Fig. 3D shows the corresponding TDEV
for the two measurements, which meets the anticipated stabil-
ity requirements for near-term protocols relying on quantum
interference. For the E0-E2 path delay measurement, Fig. 3E
shows the change in phase record over a six day period. The
mean path delay of 338 µs was determined from an indepen-
dent, time-interval measurement of a 1PPS signal transmitted
on the link. Similar to Fig. 2D, a strong correlation is evident
between the path delay and the air temperature gradients for
both Fig. 2E and Fig. 3E. However a much smaller path delay
amplitude is observed, as is a time delay of ∼ 3 hour in the
response of fiber path delay to temperature changes. The lag
between delay and temperature change suggests that most of
the fibers for both links are underground.

There is a link delay asymmetry due to different group
delays from the 1.6 nm wavelength separation between the
WR-PTP bi-directional upstream and downstream communi-
cations. In addition, there are temperature-dependent wave-
length fluctuations caused by chromatic dispersion. The emit-
ted SFP output wavelength was measured using an optical
spectrum analyzer (OSA) over the deployed fiber (Fig. 4A).
The switches were placed in an incubator where the tempera-
ture increased 1°C every 30 minutes from 20°C to 30°C. An
inverse relationship between the temperature and the wave-
length was observed. The total measured wavelength differ-
ence was approximately 10 pm to 15 pm.

The polarization variability rate and amplitude of the WR-
PTP signals over aerial and underground links were charac-
terized to understand how the differences in environmental
conditions can affect polarization stability. A variable cou-
pler was used in the W3-W4 link to take a minimal portion of
the WR-PTP signals, to measure the polarization state with a
polarimeter while allowing sufficient optical power to main-
tain lock between the WR nodes to simultaneously measure
the clock delay. Fig. 4B and Fig. 4D show the polarization
drift and clock delay over 3 days for the W3-W4 link. Polar-
ization drift was measured on two adjacent fibers. There is a
clear difference in variations between night and day, for both
clock delay and polarization drift. The polarization drift was
correlated with thermal and acoustic fiber fluctuations in the
aerial link. The W3-W5 (30 km) and W3-W0 (7 km) under-
ground loopback fibers were characterized for approximately
one hour starting at noon local time, i.e. during higher temper-
ature gradients. The polarization drift (Fig. 4C) is character-
ized by the angle variation, δ , relative to the initial reference

point on the Poincare sphere (see Supplementary Materials I).
The average and maximum polarization angle variation per
minute for the aerial link was 0.75 rad ± 0.45 rad and 1.34
rad, respectively, while the average and maximum variation
of the most stable underground link (W3-W0) was 0.02 rad ±
0.01 rad and 0.03 rad, respectively. However, the maximum
angle variation was 0.09 rad over the longer underground link
(W3-W5).

Variations ∼ 0.5 µW was observed at the SFP photodiode
over the W0-W1 deployed link (Fig. 4E). Variations ∼ 0.5 µW
at the SFP photodiode and ∼ 5 µW at the SFP laser were
also observed over the W3-W4 deployed link. To understand
the impact of optical power fluctuations on the clock delay,
a controlled experiment with a variable attenuator between
the transmit fiber from the SFP and the optical switch over
the W4-W3 link was performed. The optical power variation
was initially confounded by air temperature changes. Once
the outdoor temperature stabilized to within 1◦C over several
hours and the path delay was relatively stable, a 1 ps change
in clock delay per 1 dB of attenuation was observed (Fig. 4F).

To assess the viability of co-existence over the deployed
links, the noise profile must be characterized at the single pho-
ton level. Scattered light in the fiber was measured with super-
conducting nanowire single photon detectors (SNSPD) to cap-
ture the noise leakage created by the classical signal in the O-
band over the C-band spectrum using tunable filters (Fig. 5).
Measurements over the deployed link show that for a clean
source transmitting a 1 mW classical signal in the O-band, a
quantum source signal can co-propagate in the C-band using
the same link. For an O-band source 1280 nm and below, a
quantum signal at 1550 nm would experience negligible addi-
tional noise from the classical source (Figs. 5A,B). However,
the SFPs require filtering to suppress the noise from the back
scattering in order to co-propagate a quantum signal over the
deployed link. The SFP plots without a CWDM in Fig. 5C
are comparable, indicating that most of the noise is due to the
source. The filters (Fig. 5D) provided nearly an order of mag-
nitude improvement in noise. The measurements show peaks
near 1550 nm. The peak is presumed to be the back scatter
from the 1270 nm SFP.

In conclusion, we have described the design, implemen-
tation, and characterization of a readily scalable synchro-
nization network based on atomic clocks specifically to meet
quantum networking research requirements. The TDEV was
∼ 10−12 at short time intervals for both solutions with and
without active phase stabilization. With active phase stabiliza-
tion, two links can maintain 10−12 over one month. Path delay
gradients, strongly correlated with air temperature gradients,
remain the dominant source of clock transfer performance
degradation. Additional characterization was necessary to
understand the parameters necessary to model and compen-
sate for errors from chromatic dispersion, polarization drift,
polarization-dependent loss, and optical power fluctuations to
further improve the synchronization precision between nodes
beyond 10−12 TDEV in commercially available optical clock
transfer systems. While underground fibers can mitigate the
fluctuations induced by air temperature changes, it is also im-
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FIG. 5. (A-B) The experimental setup for a clean laser source in the O-band over the 128 km loopback fiber. (C) The noise from the tunable
laser (green) and the SFPs (orange) measured directly with only a fiber patch. The blue plot shows the measurement of the SFP with a fiber
patch and a CWDM filter. (D) The experimental setup with cascaded O-band tunable filters for 1270 nm and 1290 nm SFP transceivers with a
fiber patch cable.

portant for the future robustness, resilience, and scalability of
quantum networks to be able to manage and compensate for
the phase noise in aerial fibers.

To improve the synchronization precision over deployed
fibers for enhancing the performance of quantum network pro-
tocols, we have gathered information on various parameters
that affect synchronization and plan to build models that will
predict the required corrections. The parameters include envi-
ronmental information such as ambient outside temperature,
SFP temperature, and SFP transmitter and receiver optical
power that we can sample in real-time.

For future studies, we are pursuing more precise delay in-
formation using single-photon measurements such as quan-
tum optical time domain reflectometry. From these models
and measurements, we can implement real-time delay correc-
tions in the form of picosecond-level correction values that
we believe can be additively combined into a single value.
For the WRS, we can dynamically update the asymmetry co-
efficient used to estimate the one-way delay. The coefficient
was originally used to correct wavelength asymmetry due to
chromatic dispersion43 and was a static, calibrated value. A
recent enhancement44 made to the WRS software allows real-
time asymmetry coefficient updates. Adjusting the asymme-
try coefficient will have the effect of dynamically updating
the WRS delay calculation, resulting in a correction to the
phase delay of the 1 PPS, 10 MHz, and 62.5 MHz clocks,
yielding more precise time synchronization of instrumentation

used in quantum networking experiments. For picosecond-
level or better phase stabilization and polarization compen-
sation, co-propagating probe signals at single-photon scales
will likely be beneficial. Co-propagating classical probe sig-
nals used to compensate for environmental fluctuations can
achieve optical frequency transfer on the order of 10−14 at 1
s averaging interval using highly correlated adjacent cores in
deployed multicore fibers45. The bright light from the time
synchronization signal requires filtering to reduce light leak-
age and currently limits the quantum channel coexistence to a
separate band. Given the availability of highly-stable atomic
clocks and the characterized time transfer capabilities of DC-
QNet, the capabilities can be further extended to quantum
time synchronization4,5,46 for secure time transfer.

I. SUPPLEMENTARY MATERIAL

The supplementary material provides details on the experi-
mental and analysis methodologies.

II. ACKNOWLEDGEMENTS

We would like to thank all of the reviewers including Jeffrey
Sherman and Richard Slonaker for their time and insightful
comments.



Clock Synchronization Characterization of the Washington DC Metropolitan Area Quantum Network 8

III. REFERENCES

1C. H. Bennett and G. Brassard, “Quantum cryptography: Public key distri-
bution and coin tossing,” Theoretical Computer Science 560, 7–11 (2014),
theoretical Aspects of Quantum Cryptography – celebrating 30 years of
BB84.

2C. L. Degen, F. Reinhard, and P. Cappellaro, “Quantum sensing,” Reviews
of modern physics 89, 035002 (2017).

3R. Van Meter and S. J. Devitt, “The path to scalable distributed quantum
computing,” Computer 49, 31–42 (2016).

4P. Kómár, E. M. Kessler, M. Bishof, L. Jiang, A. S. Sørensen, J. Ye, and
M. D. Lukin, “A quantum network of clocks,” Nature Physics 10, 582–587
(2014).

5C. Spiess, S. Töpfer, S. Sharma, A. Kržič, M. Cabrejo-Ponce, U. Chan-
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