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Abstract

We estimate the impact of anticipated transfers on labor supply using confidential
driver-level data from Uber. Leveraging the staggered timing of Social Security
retirement benefits within each month and a novel identification strategy, we
find that the labor supply of older drivers declines by 2%, on average, during
the week of benefit receipt—a precisely estimated but economically small effect.
Individual-level analyses reveal that the average effect obscures heterogeneous
micro-behavior: while the majority of drivers do not meaningfully adjust labor
supply in response to social security benefits, a small group reduces labor supply
by more than 40%. The results suggest that departures from standard models of
labor supply can be substantial, but only for a small number of individuals.
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1 Introduction

Americans rely on Social Security to fund the majority of their retirement expenses,

but for many, the benefits are not enough to make ends meet (Porell and Bond, 2020;

Dushi and Trenkamp, 2021). A small but growing number of retirees are turning to

nontraditional, or “gig,” work for income replacement or to feel productive (Ramnath,

Shoven, and Slavov, 2021; Wettstein and Rutledge, 2023). But we know little about how

Social Security and gig work interact. Does the receipt of Social Security retirement

benefits alter labor-supply decisions?

This paper examines whether and how Uber drivers adjust daily labor-supply de-

cisions in response to the timing of monthly Social Security retirement-benefit receipt.

Gig work offers an ideal setting for tackling this question because there are no trans-

action costs associated with searching for work and workers can costlessly vary hours

worked. Most older Americans are eligible for Medicare, which disentangles employ-

ment decisions from access to health insurance (Cohen, Cha, Terlizzi, and Martinez,

2021).

We use a well-established research design that leverages the plausibly exogenous

assignment of Social Security disbursement dates based on the day of birth (see, among

others, Evans and Moore, 2011; Leary and Wang, 2014; Baugh, Leary, and Wang, 2017;

Gross, Layton, and Prinz, 2022; Akesaka, Eibich, Hanaoka, and Shigeoka, 2023). Social

Security benefits are perfectly anticipated, economically important, and do not fluctuate

in value during the course of a calendar year. While we do not observe Social Security

transfers themselves, we observe each driver’s age, which is the main determinant of

Social Security eligibility, and their day of birth, which determines the timing of benefit

receipt. Building on recent econometric work focused on estimating average treatment

effects when treatment is staggered in time (de Chaisemartin and D’Haultfœuille, 2020;

Callaway and Sant’Anna, 2021; Goodman-Bacon, 2021; Sun and Abraham, 2021), we

develop a novel estimation strategy that allows for both ex ante anticipation effects and
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ex post receipt effects by cohort. We construct explicit comparisons between drivers

who are within a week of treatment and drivers who are at least two weeks away

from treatment: identification rests on the assumption that the disbursement of Social

Security benefits distorts labor supply at most two weeks per month. We scrutinize this

assumption using recent developments in the difference-in-differences literature (Butts,

2021; Gardner, Thakral, Tô, and Yap, 2024).

We find that, on average, Uber drivers older than 62 years old reduce labor supplied

by between 2% and 5% during the week of benefit receipt. Change occurs at the

extensive margin, and drivers are less likely to work on the days both immediately

before and after the receipt of benefits. We find precise estimates of zero effect for a

placebo group of younger drivers (58 to 61 years old) who are not yet eligible for Social

Security. Drivers who use the Instant Pay feature on the app more frequently, which

allows for near-immediate transfer of earnings into their bank account, are more likely

to reduce their labor supply in response to the timing of benefit receipt.

At first glance, these findings might suggest that a key prediction of the standard

model of labor supply — that workers should not respond to an anticipated lump-sum

transfer — does not hold, even in a setting where workers can costlessly adjust when

and how much to work. But estimated effect sizes are small and not economically

important. Small estimated average effects can be explained in two ways: either a large

group of drivers adjusts their labor supply around the date of benefit receipt by a little,

or a small group adjusts their labor supply by a lot. Our results point toward the latter:

estimating individual-level treatment effects to assess unobserved heterogeneity, we find

that while most drivers do not respond in a meaningful way to the receipt of Social

Security benefits, a small group of drivers (about 1%) sharply curtails hours worked

around the date of benefit receipt, forgoing roughly 20% of average earnings. In short,

individual-level results show that the standard model offers a reasonable approximation

for most drivers but is rejected for a small group of drivers. For these drivers, the large
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labor supply distortions cannot be explained by liquidity constraints, as these would

cause labor supply to increase on the days preceding the receipt of benefits. Instead,

our results point toward nonstandard preferences such as inconsistent time preferences

or target-earning behavior.

This research question fits into a large literature on whether the receipt of antici-

pated lump-sum transfers distorts consumption and labor supply decisions. The life-

cycle model of labor supply implies that labor supply should not respond to anticipated

lump-sum transfers at the time of receipt. Despite strong theoretical predictions that

lump-sum transfers will not distort behavior, empirical evidence often finds they do.

Studies of transfer payments from safety net programs often document changes in labor

supply. Studies of earned income tax credit (EITC) receipt document a decrease in job-

search intensity among some groups (LaLumia, 2013) and an economically meaningful

reduction in labor supply (Yang, 2018) in the months following the likely receipt of an

EITC refund. Deshpande (2016) finds the loss of Supplemental Security Income induces

an increase in labor earnings, and Gelber, Moore, and Strand (2017) find increases in

Social Security Disability Insurance benefits lead to reductions in labor earnings. Stud-

ies of lottery winners (Imbens, Rubin, and Sacerdote, 2001; Cesarini, Lindqvist, No-

towidigdo, and Östling, 2017) document reductions in labor supply, though estimated

magnitudes vary. On the other hand, other lump-sum transfers do not appear to affect

behavior such as transfer payments from casino profits (Akee, Copeland, Keeler, An-

gold, and Costello, 2010) or the receipt of a cash dividend from the Alaska Permanent

Fund (Jones and Marinescu, 2022). Our results here may have lessons for these earlier

studies that couldn’t distinguish between average effects for a large population vs large

effects for a small population.

The effects of lump-sum transfers have also been studied on consumption behavior.

The permanent-income hypothesis implies that expenditure should not respond to the

receipt of a predictable transfer. However, most empirical tests of this prediction find
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that spending increases following the receipt of an anticipated transfer such as a tax

refund (Souleles, 1999), Social Security payment (Stephens Jr., 2003; Stephens Jr. and

Unayama, 2011; Gross et al., 2022), or other government transfer (Shapiro, 2005; Beatty

and Tuttle, 2015; Hastings and Shapiro, 2018).

We add to a recent literature examining the unintended consequences of the monthly

benefit cycles of multiple social-assistance programs. Prior work documents a within-

month spending cycle associated with food stamps / SNAP benefit-receipt (Shapiro,

2005; Smith, Berning, Yang, Colson, and Dorfman, 2016; Beatty, Bitler, Cheng, and

van der Werf, 2019; Zaki and Todd, 2021; Goldin, Homonoff, and Meckel, 2022), with

knock-on effects for food insecurity (Gregory and Todd, 2021), crime (Carr and Pack-

ham, 2019), domestic violence (Carr and Packham, 2021), emergency room visits (Cotti,

Gordanier, and Ozturk, 2020), and test scores (Bond, Carr, Packham, and Smith, 2022).

Relative to the transfers studied in earlier work, Social Security benefits are typically

larger and the timing of benefit disbursement is more precisely identified.

This paper also contributes to an emerging literature on the rise of alternative

work arrangements and the gig economy (Cook, Diamond, and Oyer, 2019). Gig work

is common: a 2021 survey finds that 16% of Americans have earned money through

online gig work at some point and 4% are currently doing so, with transportation being

the industry of fastest growth (Abraham, Haltiwanger, Sandusky, and Spletzer, 2019;

Anderson, McClain, Faverio, and Gelles-Watnick, 2021). One of the most important

benefits of gig work is the ability to smooth income by adjusting labor supply. In a

survey of Uber drivers, Hall and Krueger (2018) find that “drivers often cite the desire

to smooth fluctuations in their income as one of their reasons for partnering with Uber.”

Gig work offers flexible work arrangements to older workers who wish to supplement

retirement savings (Ameriks, Briggs, Caplin, Lee, Shapiro, and Tonetti, 2020). Given

the increasing popularity of alternative work arrangements, understanding the interplay

between monthly benefit-issuance cycles and the gig economy is important (Katz and
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Krueger, 2019).

We focus on older adults who are likely eligible to receive Social Security. Across

much of the developed world, the number of adults over 60 will double by 2050 (United

Nations, 2017). The share of adults over 65 in the labor force has doubled over the

last 35 years(Fry, Richard and Braga, Dana, 2023). Given the evolving landscape of

retirement and pension systems, understanding how stable transfers affect labor supply

among older adults is of macroeconomic and policy importance.

Finally, our paper is related to the large literature looking at the labor supply

decisions of New York City taxi drivers (Camerer, Babcock, Loewenstein, and Thaler,

1997; Farber, 2005, 2008; Crawford and Meng, 2011; Farber, 2015; Thakral and Tô,

2021) and Fehr and Goette (2007)’s seminal field experiment with bicycle messengers

in Zurich. This literature asks how workers vary their labor supply decisions in response

to a change in the effective wage rate. In contrast, our paper looks at how labor supply

is affected by the anticipation and receipt of a predictable monthly lump-sum transfer.

The rest of the paper is organized as follows. Section 2 provides additional back-

ground on Social Security eligibility and treatment timing. Section 3 presents the data

and shows graphical evidence of an effect of Social Security benefits on labor supply.

Section 4 presents our research design and event study estimates, while individual-level

analyses are presented in Section 5. Section 6 discusses policy implications.

2 Background

Social Security retirement benefits, or Old-Age, Survivors, and Disability Insurance

(OASDI), are paid monthly. These payments are predictable and do not vary month

to month. Benefits are indexed for inflation (CPI-W) and updated every January.

Social Security benefits are ubiquitous and economically important: they cover more

than 93% of workers and provide the majority of retirement income to individuals
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65 and older (Poterba, 2014; Dushi, Iams, and Trenkamp, 2017). During our sample

period, 2018–2019, the average monthly benefit was $1,479, paid to more than 60 million

individuals (Social Security Administration, 2020).

Unlike the EITC or tax refunds more broadly, the timing of Social Security ben-

efit disbursement is perfectly anticipated by participants and known to researchers.

Beginning in 1997, benefits for new claimants have been paid based on day of birth.

Specifically, individuals born between the 1st and 10th of the month receive their ben-

efits on the second Wednesday of each month, individuals born between the 11th and

20th of the month receive their benefits on the third Wednesday, and individuals born

on or after the 21st of the month receive their benefits on the fourth Wednesday.1 We

refer to these three groups as day-of-birth cohorts. Payments are made via direct de-

posit to individuals. While timing is dictated by day-of-birth, some banks and credit

unions make benefits available to individuals a day or two early (Gross et al., 2022).2

Individuals can begin collecting Social Security benefits at age 62, albeit at a reduced

rate relative to the full retirement age (FRA) of 66. Most drivers in our sample would

experience a roughly 25% benefit reduction were they to claim benefits before FRA.3

There are benefits to deferring Social Security beyond FRA: every year of delay leads

to an 8% increase in benefits, up to a maximum of 132% of FRA benefits at age 70.

Despite incentives to defer benefits, recent work explores why a large share of Americans

claim Social Security as soon as possible (Shu and Payne, 2023). There is some evidence

that workers may use gig work to postpone receipt of benefits in order to access higher

benefit levels (Jackson, 2022).

1There are a few exceptions to this rule. If the payment date is a federal holiday, disbursement
occurs on the Tuesday. Individuals who claimed Social Security before 1997 receive their benefits on
the third day of the month. Finally, individuals who participate in both Supplemental Security Income
and Social Security retirement benefits are also paid on the third of the month.

2For example, Wells Fargo advertises that eligible government benefits, such as Social Secu-
rity, may be made available up to two days early; see https://www.wellsfargo.com/checking/
early-pay-day/

3For the drivers in our sample born between 1955 and 1959, the FRA increased from 66 to 67 in
two-month increments.
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Social Security recipients below FRA face an income-clawback provision: for every

dollar of income net of expenses earned above a threshold ($17,040 in 2018 and $17,640

in 2019), benefits are withheld at 50% of the excess.4 In the year a recipient reaches

FRA, the limits are higher ($45,360 in 2018 and $46,920 in 2019), and benefits are

withheld at 33% of the excess. Benefits withheld are subsequently applied as a retire-

ment credit once the worker reaches FRA. There are no earning limits for workers at

or above FRA. Individuals declare their anticipated annual income at the beginning of

the year, and all Social Security benefits are withheld until the appropriate share of the

excess earnings is reached. The practical implication is that a driver who expects to

earn above the limit could receive zero (or reduced) benefits during the first months of

the year. Finally, self-employed workers below FRA cannot work more than 45 hours a

week and still collect Social Security. Anecdotal evidence from driver message boards

suggests self-employment income limits are rarely binding. Drivers deduct depreciation

or rental costs, insurance, fuel, and other expenses to reduce taxable income below

thresholds.

As with an earlier literature focused on the impacts of EITC receipt (for exam-

ple, McGranahan and Schanzenbach, 2013; Goodman-Bacon and McGranahan, 2008;

LaLumia, 2013; Yang, 2018; Baugh, Ben-David, Park, and Parker, 2021; Aladangady,

Aron-Dine, Cashin, Dunn, Feiveson, Lengermann, Richard, and Sahm, 2023), we do

not observe whether a given driver receives benefits. Rather, we observe eligibility

and treatment timing; younger drivers may be deferring participation, or drivers may

be recent immigrants who are not yet eligible for benefits. The implication is that

we recover intent-to-treat estimates. However, survey and administrative data tell us

that most older Americans collect Social Security benefits. According to the American

Community Survey (ACS), most older Taxi Drivers and Chauffeurs (occupation code

4For drivers in our sample, 84 % and 80 % of drivers below FRA earned less than these thresholds
in 2018 and 2019, respectively. Note that this is likely a lower bound on the share of drivers unaffected
by these thresholds as as we observe gross earnings and taxable income is likely lower because drivers
can deduct costs such as depreciation, fuel, and insurance.
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9140) collect Social Security benefits, and the share quickly increases with age: 25% of

drivers 62 years old, 60% of drivers 65 years old, and 80% of drivers 68 and older receive

Social Security retirement income (see Figure A18 in the appendix). Figure A19 shows

that Social Security benefits make up an increasingly large share of driver income. This

lines up with reports from the Social Security Administration, suggesting that most

drivers in our sample are treated. In 2018, 27.4% of new male OASDI and 31% of

female claimants were 62, 49.7% of male and 54.6% of female claimants were less than

FRA, and only 14.6% of men and 14.9% of women deferred claiming past FRA (Social

Security Administration, 2020).

3 Data

3.1 Sources and Summary Statistics

We use proprietary data from Uber. The data consist of both a main (Retirement Age)

and a placebo (Working Age) sample observed in 2018 and 2019. The Retirement Age

sample is a random sample of 49,515 Uber drivers born in 1956 or earlier. Drivers in

this sample were at least 62 years old in January 2018 and potentially eligible to collect

Social Security retirement benefits.5 The Working Age sample is a random sample

of 41,446 younger drivers, born between 1958 and 1961, and therefore not eligible for

Social Security retirement benefits during our sample period. This sample is used to

conduct placebo tests. For every driver, we drop quarters when the individual is not

online. This results in an unbalanced panel of 90,961 drivers, with a maximum of 730

unique daily observations per driver. Consistent with earlier work on the gig economy,

the number of drivers in each age cell is decreasing in age (Figure A10). Drivers are

distributed across all US states.

5We exclude the small number of drivers who turned 65 prior to the implementation of the staggered
payment schedule based on day of birth in 1997 (and would be at least 86 years old in 2018), as these
drivers are likely to receive their benefits on the third day of the month.
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Each driver falls in one of three day-of-birth cohorts, where cohort membership is

determined by day of birth (1–10, 11–20, or 21–31). These cohorts determine the timing

of potential receipt of Social Security retirement benefits for Retirement Age drivers

and serve as our primary source of identifying variation. For example, a driver born on

March 7 belongs to the first birthday cohort and potentially receives OASDI benefits

on the second Wednesday of each month. As detailed above, we do not observe whether

individual drivers currently receive Social Security, so results should be interpreted as

intent-to-treat estimates. More broadly, we do not observe whether individuals are

ineligible for Social Security, as might be the case for a recent immigrant who lacks the

requisite work history.

We observe each driver’s daily usage of the Uber app and driving behavior over

the 24 months between January 2018 and December 2019. Table 1 presents summary

statistics for our Retirement Age and Working Age samples. On average, drivers in both

samples are online about 15 days a month, spend an average of 2.3 hours online, and

drive 1.3 hours per day. The difference between time online and time driving is largely

due to time between trips. Relative to drivers in our Working Age sample, drivers in

the Retirement Age sample are more likely to use the app during working hours and

during the workweek—consistent with the fact that drivers in the main sample are older

and thus more likely to be retired from full-time employment.

We focus on the probability of being online (“probability online”) on any given day

as our measure of labor supply at the extensive margin and the time spent on the app

(“hours online”) as our preferred measure of the intensive margin. While informative,

the daily number of hours spent driving is an equilibrium outcome that also depends

on the demand for trips. All results are robust to alternative empirical choices, such

as using time spent driving (“hours active”) as the measure of labor supply. Consistent

with Cook et al. (2019), we see that the older drivers (in the Retirement Age sample) are

less efficient—that is, they work slightly more but earn slightly less—than the younger
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Table 1: Summary table of Uber data

Variable Observations Working Age Retirement Age

Female 90,961 0.22 (0.41) 0.15 (0.36)
Share online 10am-4pm 90,961 0.34 (0.23) 0.42 (0.25)
Share online workweek 90,961 0.71 (0.19) 0.74 (0.18)

Earnings (wk) 5,745,710 248.06 (320.91) 244.52 (295.36)
Instant pay usage (wk) 5,745,710 0.34 (0.47) 0.3 (0.46)

Tips (wk) 5,745,710 17.31 (26.05) 18.01 (25.05)
Hours active (day) 39,123,035 1.32 (2.1) 1.36 (2.04)
Hours online (day) 39,123,035 2.18 (3.23) 2.27 (3.15)

Probability active (0/1) 39,123,035 0.41 (0.49) 0.44 (0.5)
Probability online (0/1) 39,123,035 0.45 (0.5) 0.48 (0.5)

Rides, trips (day) 39,123,035 3.62 (6.01) 3.65 (5.7)

The Working Age sample includes drivers born between 1958 and 1961, while the Retirement Age
sample includes drivers born before 1956. Conditional on these age restrictions, both samples are
randomly drawn from the population of Uber drivers in the United States.

drivers (in the Working Age sample).

Earnings are calculated weekly and automatically deposited in a driver’s account

on Wednesdays. Drivers have the option to request the immediate transfer of their

available balance by using the Instant Pay option. Depending on the driver’s financial

institution, this transfer can take up to three days to be completed. Earnings and

Instant Pay usage are recorded weekly by Uber. Drivers use the Instant Pay option a

third of the time, on average, and earn around $250 per week from Uber.

We observe roughly the same number of drivers in each sample and in each day-of-

birth cohort within each sample. The labor supply behaviors of drivers in the Retire-

ment Age and Working Age samples are significantly different along all characteristics:

Working Age drivers spend less time driving and online than Retirement Age drivers,

work slightly less from 10 a.m. to 4 p.m. and during the workweek, and earn slightly

more (Table 1). Differences also exist between day-of-birth cohorts within each driver
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Table 2: Balance table between drivers’ day-of-birth cohorts

Variable Observations Cohort 1 Cohort 2 Cohort 3

A. Retirement Age:
Year of birth 49,515 1,950.86 (4.49) 1,950.97 (4.46) 1,950.87 (4.51)
Female 49,515 0.15 (0.36) 0.15 (0.36) 0.15 (0.36)
Share online 10am-4pm 49,515 0.42 (0.25) 0.41 (0.25) 0.41 (0.25)
Share online workweek 49,515 0.74 (0.18) 0.74 (0.18) 0.74 (0.18)
Earnings (wk) 3,136,033 246.92 (297.41) 244.59 (296.69) 242.11 (292.05)
Instant pay usage (wk) 3,136,033 0.3 (0.46) 0.3 (0.46) 0.3 (0.46)
Tips (wk) 3,136,033 17.97 (25.07) 18.18 (25.48) 17.9 (24.61)
Hours active (day) 21,361,837 1.37 (2.04) 1.35 (2.04) 1.35 (2.03)
Hours online (day) 21,361,837 2.29 (3.16) 2.27 (3.15) 2.25 (3.14)
Probability active (0/1) 21,361,837 0.44 (0.5) 0.44 (0.5) 0.44 (0.5)
Probability online (0/1) 21,361,837 0.48 (0.5) 0.48 (0.5) 0.47 (0.5)
Rides, trips (day) 21,361,837 3.68 (5.71) 3.64 (5.72) 3.62 (5.67)

B. Working Age:
Year of birth 41,446 1,959.6 (1.11) 1,959.61 (1.12) 1,959.59 (1.12)
Female 41,446 0.21 (0.41) 0.22 (0.41) 0.22 (0.42)
Share online 10am-4pm 41,446 0.33 (0.23) 0.33 (0.23) 0.34 (0.23)
Share online workweek 41,446 0.71 (0.19) 0.71 (0.19) 0.71 (0.19)
Earnings (wk) 2,609,677 253.92 (328.07) 248.45 (320.04) 241.72 (314.24)
Instant pay usage (wk) 2,609,677 0.34 (0.47) 0.33 (0.47) 0.34 (0.47)
Tips (wk) 2,609,677 17.56 (26.74) 17.36 (26.23) 17.02 (25.13)
Hours active (day) 17,761,198 1.34 (2.13) 1.32 (2.1) 1.29 (2.08)
Hours online (day) 17,761,198 2.22 (3.26) 2.18 (3.23) 2.14 (3.2)
Probability active (0/1) 17,761,198 0.42 (0.49) 0.41 (0.49) 0.41 (0.49)
Probability online (0/1) 17,761,198 0.46 (0.5) 0.45 (0.5) 0.45 (0.5)
Rides, trips (day) 17,761,198 3.69 (6.08) 3.63 (6.03) 3.54 (5.93)

The balance table presents means and standard deviations by day-of-birth cohorts, separately for the
Working Age and Retirement Age samples. Cohort 1 consists of drivers born between the 1st and the
10th day of the month; Cohort 2, between the 11th and the 20th; and Cohort 3, between the 21st and
the 31st.

12



sample: Table 2 highlights that for both samples, drivers in the first cohort spend more

time online and earn more money than drivers in the second cohort, who themselves

work slightly more than drivers in the third cohort. However, behavioral differences

between cohorts within each driver sample are substantially smaller than differences

between samples (Figures A21 and A22 in the appendix present the distributions of

these variables, further highlighting differences between driver samples). These stylized

facts motivate us to compare day-of-birth cohorts within each sample to each other

rather than comparing Retirement Age to Working Age drivers.

3.2 Graphical Analysis

We begin with a simple graphical analysis of driver behavior on the days around benefit

receipt. Figure 1 presents deviations from the day mean and cohort mean of time spent

online (Panel A) and probability online (Panel B) for our Retirement Age sample (left)

and Working Age sample (right). As the exact day of benefit receipt varies between

months, rectangles indicate the date range when benefits are paid during the months for

each cohort. Looking at the Retirement Age sample (left panel), across both measures

of labor supply and for both samples, a clear pattern emerges: drivers are less likely

to be online and spend less hours online on the days around benefit receipt for their

cohort but not during the disbursement windows for other cohorts. No similar pattern

is observed for our Working Age placebo group (right panel).

This variation is also clear in event time, in which the event (t = 0) is defined

as the day of Social Security receipt. Figure 2 shows that for the main sample, the

probability of being online and hours online decline one or two days prior to the receipt

of benefits, are lowest on the day of benefit receipt, and slowly increase on the days

after benefits are paid. The effect of benefit receipt appears to be asymmetric around

the event date. The probability of being online is below the date mean between two

and three days ahead of benefit receipt, suggesting that anticipation effects are larger
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Figure 1: Labor supply residualized by day of month

The figure presents the mean residuals of the regressions Yit = Dt +Bi + εit, where Yit is a measure of
labor supply on day t for driver i (number of hours spent online in Panel A, and probability of being
online in Panel B), Dt are day-of-month fixed effects, and Bi are day-of-birth-cohort fixed effects (1 to
10, 11 to 20, or 21 to 31), with residuals computed separately for the Working Age and Retirement Age
samples. The colored rectangles outline the time windows when each day-of-birth cohort is expecting
to receive their benefits (these are windows rather than points, as Wednesdays fall on different dates
each month).

than can be explained by the fact that banks make benefits available a day early. After

treatment, the effect exhibits sharp dynamics, with drivers returning to baseline about

five or six days after benefit receipt. As above, Working Age drivers do not respond,
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either before or after, to the timing of Social Security disbursement. Comparing the

two standardized measures of labor supply suggests that most of the variation is driven

by the extensive margin (decision to work or not work on a given day) rather than by

the intensive margin (time spent online).

Figure 2: Labor supply residualized by date

The figure presents the mean residuals of the regressions Yit = Datet+Bi+ εit, where Yit is a measure
of labor supply on day t for driver i (number of hours spent online in Panel A, and probability being
online in Panel B), Datet are date fixed effects, and Bi are day-of-birth-cohort fixed effects (1 to 10,
11 to 20, or 21 to 31), with residuals computed separately for the Working Age and Retirement Age
samples and plotted relative to the day of receipt of benefits.
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In sum, the simple graphical analysis above suggests that labor supply responds,

at least a little, to the receipt of a perfectly predictable lump sum transfer. However,

this analysis does not account for potential confounders at the driver level, nor does it

control for demand shocks that might systematically occur on Wednesdays. The next

section formalizes the analysis to tackle these issues and conduct hypothesis testing.

4 Research Design

4.1 Paired-Event-Study Framework

Our setting involves a large number of units (90,961 drivers) potentially receiving treat-

ment (Social Security benefits) at three different times throughout the month—the

second, third, or fourth Wednesday—depending on day of birth. While the timing

of treatment is clearly exogenous—that is, people do not choose their day of birth—

identifying the causal effect of Social Security benefits presents a number of challenges.

First, treatment in our context is both staggered within a month and repeated ev-

ery month. The result is that there is no obvious choice of what constitutes a pre- or

post-treatment period. An emerging and active econometrics literature tackles the issue

of recovering average-treatment-effect estimates under staggered treatment (Goodman-

Bacon, 2021; Sun and Abraham, 2021; Callaway and Sant’Anna, 2021). However, this

literature tends to focus on “absorbing treatments”—that is, treatments in which treated

units do not change their status once they become treated.6 Second, there is no natural

control group—that is, we do not observe a group of otherwise identical Retirement

Age drivers who do not participate in Social Security. While at first blush our placebo

(Working Age) drivers might seem like a natural control group, Working Age drivers

exhibit sharply different labor supply behavior—driving many more evening and week-

6de Chaisemartin and D’Haultfœuille (2020) allow for the possibility of units’ switching from
treated to control but do not explicitly tackle the case of repeated switchers.
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end hours than Retirement Age drivers—making them a poor control group choice to

identify the effects of labor supply at the daily scale. Finally, because Social Security

benefits are perfectly anticipated, it is important to explicitly estimate pre-treatment

effects to allow for anticipation effects.

To overcome these challenges, we impose a restriction on treatment-effect dynamics.

In order to construct control groups, we assume the timing of Social Security benefits

distorts labor supply, at most, 15 days per month, each and every month. This is

consistent with the patterns depicted in Figure 1. It is also in line with the earlier

literature on the impacts of Social Security receipt on spending, which typically finds

spending returns to baseline levels within a week of benefit receipt (Stephens Jr., 2003;

Gross et al., 2022).7 Our approach differs from earlier work using the Social Security

calendar in that we explicitly allow for anticipation effects, which may be more relevant

in the case of labor supply than spending.

More formally, let ATT (g, t,m) denote the average treatment effect on the treated

for group g t days away from treatment for occurrence m, where, as before, groups are

defined based on the day of birth. In keeping with the definition presented in Callaway

and Sant’Anna (2021), this effect can be written in terms of potential outcomes:

ATT (g, t,m) = E[Yt(g)− Yt(0) |Gg = 1,Mm = 1] (1)

Here, Yt(g) is the potential outcome of units in group g t days away from treatment,

and Yt(0) is the potential outcome of these units had they not been treated. Gg and

Mm are indicator functions denoting the group membership of drivers and the num-

bered occurrence of their treatment (January 2018 is the first treatment in our sample,

February 2018 is the second, and so on). To identify these effects using observed out-

comes, we assume no anticipation effects more than seven days prior to treatment and

7In their regression specification, Gross et al. (2022) specify a five-day post-treatment window.
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no treatment effects more than seven days after treatment:

ATT (g, t,m) = 0 ∀{g,m} & ∀t 6∈ [−7, 7] (2)

This offers a transparent means to address the problem of estimating average treat-

ment effects for the receipt of Social Security benefits: compare each group of drivers

to other drivers who are more than 7 days away from receiving their benefits. This

leaves one remaining issue if we allow for both anticipation and treatment effects: for

each cohort of drivers, the other two cohorts cannot simultaneously be valid control

units for both pre- and post-treatment periods. To see this, recall that Cohorts 2 and

3 receive their benefits exactly 7 and 14 days after Cohort 1, respectively. If we were

to use Cohort 2 as a control for Cohort 1, estimates of post-treatment effects for Co-

hort 1 would be confounded with any pre-treatment (anticipation) effects for Cohort

2. Alternatively, if we were to choose Cohort 3 as a control, estimates of pre-treatment

effects for Cohort 1 would be confounded by any post-treatment effects for Cohort 3.

As a solution to this Catch-22, we estimate pre- and post-treatment effects sepa-

rately. That is, continuing with the example above, we compare Cohort 1 to Cohort 2 to

estimate the pre-treatment effects for Cohort 1. Because these comparisons occur more

than seven days away from the treatment of Cohort 2, conditional on our assumptions

above, these estimates recover pre-treatment-effect estimates for Cohort 1. Similarly,

we compare Cohort 1 and Cohort 3 to recover the post-treatment effects for Cohort 1.

Figure 3 shows the assignment pattern for all before and after comparisons.

In total, for each driver sample and labor supply outcome we estimate six different

regressions, where we alternate both the cohorts used and the period under considera-
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Figure 3: Construction of treatment-control comparisons in event studies

The lines represent the evolution of outcome variables for Cohort 1 (yellow), Cohort 2 (blue), and
Cohort 3 (green). Each circle represents the timing of payment of Social Security benefits in a hypo-
thetical month. We construct treatment-control comparisons so that the control cohort is more than
seven days away from its treatment. For instance, to estimate pre-treatment anticipation of Social
Security benefits for Cohort 1, we use Cohort 2 (blue) as a control.

tion. Formally, for each sample we estimate the following specifications:

Yit = αi + δt +
k=0∑
k=−8

θk · τik + εit

Yit = αi + δt +
k=8∑
k=1

θk · τik + εit

(3)

where αi and δt denote driver and day fixed effects, τik is a dummy variable equal

to 1 if driver i is k days away from treatment, and θk are the coefficients of interest.

The units included in each of these regressions follow the constructions presented in

Figure 3, while the samples include observations up to 10 days prior to treatment and

10 days after treatment. Therefore, pre-treatment estimates are relative to 9 and 10

days prior to treatment, while post-treatment estimates are relative to 9 and 10 days
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after treatment.

4.2 Paired-Event-Study Results

Figure 4 shows the results of estimating equation 3 for our two preferred measures of

labor supply—hours spent online in Panel A and probability of being online on a given

day in Panel B. Similar results for two additional measures of labor supply (hours spent

driving and probability of driving) are presented in Figure A13. Recall that before and

after coefficients are estimated separately and must be interpreted relative to [−10,−9]

for pre-treatment coefficients and [9, 10] for post-treatment coefficients.

As with the graphical evidence presented above, we find clear evidence that, on

average, Retirement Age drivers are less likely to work on the days leading up to and

following the date of receipt of Social Security benefits. Effect sizes are precisely esti-

mated but economically small. On the day of benefit receipt, the probability of being

online decreases by 1.25 percentage points for the first cohort and 2 percentage points

for the last cohort relative to the control groups, from a baseline level of 0.48—a decline

of 2.6% to 4.2%. In contrast, results for the placebo sample (Working Age drivers) show

no evidence of labor supply dynamics in the period leading up to or the period following

benefit receipt.

Given that we do not observe Social Security participation, a reasonable concern is

that the estimates are driven by workers who reached FRA: younger drivers might be

choosing to delay claiming Social Security. To test this possibility, Figure A14 presents

event-study estimates separated by FRA group for the Retirement Age sample. Drivers

who reached FRA respond with similar magnitudes to drivers in the other age groups,

although older drivers born later in the month exhibit the strongest response to benefit

receipt. While we cannot rule out that some drivers delay receipt, the results suggest

that if the effect of Social Security benefits on labor supply does not vary with age,

then a substantial share of drivers below FRA are also receiving these benefits, which
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Figure 4: Paired-event-study estimates

The figure depicts event-study estimates of the impact of days relative to benefit receipt on labor
supply (hours online in Panel A, and probability online in Panel B). The event studies are estimated
separately for the Retirement Age sample (top rows) and Working Age sample (bottom rows) and
separately for the before and after periods, resulting in six different regressions following equations 3
for each sample. The reference dummies are −8 for the before period and +8 for the after period. The
control groups are within-sample drivers with a day of birth more than seven days away from their
treatment date, following Figure 3. The error bars represent 95% confidence intervals with standard
errors clustered at the year and individual levels.

is consistent with evidence from the ACS described above.

We observe drivers’ use of Uber’s Instant Pay feature. As noted above, Instant

Pay transfers drivers’ current earnings to their bank account. According to Uber, most
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Figure 5: Paired-event-study estimates, Instant Pay–usage heterogeneity

The figure depicts event-study estimates of the impact of days relative to benefit receipt on probability
online, by Instant Pay–usage groups. The event studies are estimated separately for the Retirement Age
sample (Panel A) and Working Age sample (Panel B) and separately for the before and after periods
and Instant Pay–group heterogeneity, resulting in six different regressions following equations 3 for
each sample and heterogeneity group. The high– and low–Instant Pay groups are above and below
the median of Instant Pay usage within each sample. The reference dummies are −8 for the before
period and +8 for the after period. The control groups are within-sample drivers with a day of birth
more than seven days away from their treatment date, following Figure 3. The error bars represent
95% confidence intervals with standard errors clustered at the year and individual levels.
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drivers receive the transfer immediately.8 Instant Pay can be thought of as a proxy for

a cash-on-hand constraint. One important caveat is that because Instant Pay can only

be used when a driver worked recently, weekly usage of Instant Pay will be mechanically

correlated with labor supply. To partially address this concern, we segment the sample

based on whether a driver uses Instant Pay more or less than the sample median over

the two-year period, thus capturing cash constraints at the driver (rather than driver-

day) level. Results are presented in Figure 5. A clear pattern emerges: only drivers

who use Instant Pay more than the median respond to Social Security benefit receipt.

As before, we observe a decline in labor supply on the days before and after benefit

receipt for this group.

Comparing magnitudes between Figures 4 and 5, we see that point estimates in

Figure 5 are roughly double those in Figure 4. This is consistent with averaging over

groups that respond to the receipt of Social Security benefits and groups that do not.

Section 5.1 explores this in greater detail.

The negative anticipation effects are surprising. A model of dynamic labor supply

with imperfect foresight would predict an increase in labor supply on the days before

benefit payment to alleviate an imperfectly anticipated cash constraint. The negative

anticipation effect we observe is even stronger in the group of drivers who use Instant

Pay the most, the group we would expect to be the most cash constrained. Observed

behavior is more consistent with a model of targeted-earning behavior, where the target

is averaged over a multi-day window rather than a single point in time.

4.3 Robustness: Two-stage difference-in-differences

The paired event-study approach provides a transparent way to estimate cohort-specific

treatment effects. However, causal identification flows from the assumption that bene-

8Information about Instant Pay is available on Uber’s website at https://www.uber.com/us/en/
drive/driver-app/instant-pay/. Transfers to a standard debit card incur a $1.25 fee and drivers
are limited to six transfers per day.
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fit receipts has no impact on labor supply more than a week away from treatment and

makes comparing ex-ante and ex-post coefficients challenging. To scrutinize our identi-

fying assumptions, we use the two-stage difference-in-difference estimator presented in

Butts (2021); Gardner et al. (2024).

This alternative approach offers an heterogeneity-robust and efficient estimation of

average treatment effects on the treated in the presence of staggered treatment timing.

While this estimator does not yield cohort-specific estimates, it offers a check of the

identifying assumption of the previous paired event-study. Consider the following event-

study specification, where g is the treatment cohort:

Yigt = αg + δt +
k=17∑
k=−17

θk · τik + εigt (4)

The two-step difference-in-differences procedure is as follows. First, regress the

outcome on group and time fixed effects using only observations from outside of a two-

week (seven days before and seven days after the day of benefit receipt) treatment

window for each cohort:

Yigt = αg + δt + εigt (5)

Second, regress the adjusted outcomes Yigt−α̂g−δ̂t on the treatment dummies
∑k=17

k=−17 τik.

Figure 6 presents the results for both samples and for our two main outcomes.

Within each sample and for each outcome, the average treatment effects (obtained

over the combined cohorts of drivers) are similar in magnitude to the cohort-specific

estimates presented in Figure 4. In the Retirement Age sample, labor supply decreases

in the four days leading up to the receipt of benefits and slowly recovers back to baseline

in the following week. Important for our main results, treatment effects estimates are

close to zero and not statistically significant outside of the two-week window around the

receipt of benefits. These estimates increase the credibility of the limited anticipation
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Figure 6: Two-Stage Difference-in-Differences Estimates

Regression results using the two-stage difference-in-differences estimator described in Gardner et al.
(2024), implemented with the package developed by Butts (2021). The event studies are estimated
separately for the Retirement Age sample and Working Age sample. The reference time periods are 17
days away from treatment. Error bars display 95% confidence intervals using standard errors clustered
at the driver-level.
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assumption of the paired event-study above. As above, estimates in the placebo sample

of Working Age drivers are small and not statistically significantly different from zero.

5 Unobserved Driver Heterogeneity

5.1 Individual-Level Treatment Effects

The graphical analyses and paired event studies offered evidence that the receipt of

Social Security benefits decreases measures of labor supply on the days leading up to

and following the disbursement date. However, the average effects are small, and our

heterogeneity analysis provides evidence that a subset of drivers may be driving average

results. Put differently, it is unclear the extent to which the estimates above are the

result of small changes made by many drivers or large changes made by a few drivers.

Distinguishing between these scenarios is fundamental: if most drivers respond, this

behavior is inconsistent with the neoclassical model of labor supply; alternatively, most

drivers behave as predicted by the neoclassical model.

In Section 4.2, we followed the standard approach to investigating heterogeneity by

estimating conditional average treatment effects. This standard approach has two main

drawbacks. First, it is a priori unclear which covariates should be used to estimate

conditional average treatment effects. Economic theory suggests we should estimate

heterogeneity with respect to age, as the probability of participation increases with age,

but Figure A14 shows that average treatment effects on the treated are broadly similar

between groups. Alternatively, Figure 5 shows important heterogeneity with regard

to Instant Pay use. One might estimate heterogeneity with respect to all available

covariates, but this increases the probability of false discovery. The second drawback,

specific to our setting, is that we observe few individual-driver characteristics (only

gender and state of residence).

As a way forward, we propose an approach that allows for unobserved driver het-
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erogeneity and estimate treatment effects at the individual level. For each driver, we

regress our measure of labor supply on a dummy variable equal to 1 during the window

[t−3, t+3] around the date of Social Security receipt and 0 at other times.9 Specifically,

we run the regression

Labor Supplyt = α + τDt + ut, (6)

where Labor Supplyt is our measure of labor supply at the extensive margin (a dummy

equal to 1 if hours online is positive on a given day and 0 otherwise, residualized by day

of month and cohort fixed effects as in Figure A23), D is a dummy equal to 1 within

the seven-day window around the dates of Social Security receipt, and τ denotes the

treatment effect of interest, which is estimated within driver.

Figure 7 presents a histogram of the estimated individual treatment effects estimated

for the 90,961 Retirement Age and Working Age drivers. At first glance, there appears

to be considerable heterogeneity in individual-driver responses to the timing of Social

Security benefits. For both samples, the distribution of τ̂ is asymmetric, with roughly

4,000 more negative treatment effects than positive treatment effects for the Retirement

Age sample and about 1,500 more negative treatment effects than positive treatment

effects for the Working Age sample. This asymmetry may be due to noise and sampling

variation, or it might represent a statistically significant difference.

Figure 8 presents histograms of p-values for the Retirement Age and Working Age

samples, using probability online as the outcome. Because we estimate more than

90,000 coefficients, we use a multiple hypotheses testing adjustment to control the risk

of false discovery. Figure 8 shows clear evidence of bunching of p-values below 0.1 for

our Retirement Age sample but not for the Working Age sample, providing additional

support that we estimate a response to Social Security benefits. Further, bunching

only occurs for negative individual treatment effects, consistent with the idea that Social

Security benefits might decrease labor supply for some drivers, but they do not increase

9Results are robust to the choice of alternative windows.
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Figure 7: Histogram of individual-level treatment effects

The histogram depicts driver-level treatment-effect estimates of the impact of the week-of-benefit
timing on the probability of being online, following regression 6. The colored numbers represent the
number of negative (in red) and positive (in blue) treatment effects within each driver sample.

it for any drivers. Finally, we note that only about 1% of drivers have an FDR-corrected

p-value below 0.10. While the FDR correction can be overly conservative, these results

suggest that only a small number of drivers respond strongly to Social Security benefits.

Results are similar if using hours online as the outcome. In the appendix, we show these

findings and the following are robust to using a Bonferroni correction (Figures A16 and

A17). We also present and implement a large scale finite-sample inference approach,

which yields similar results (Figures A28 and A29).
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Figure 8: Histogram of the individual treatment-effect FDR-adjusted p-values

Individual treatment-effect FDR-adjusted p-values, using probability online as the outcome. Each
driver-level treatment effect i is estimated with regression 6, and the FDR correction applies to the
entire sample of drivers. The x-axis is truncated at 0.25 for visibility.

5.2 Paired Event Studies Conditional on Individual Treatment

Effects

We extend our investigation by rerunning our paired event studies separately for two

groups of drivers, based on whether their adjusted p-values are above or below 0.1. We

present the standard asymptotic (and clustered) confidence intervals for reference only,

but note that these intervals are too small: they fail to account for the fact that the

groups are the result of an estimation procedure. The construction of valid confidence

intervals to account for sample preselection is an active area of econometric research

but beyond the scope of the current paper.

Figure 9 presents the pattern of estimates from paired event studies for our preferred
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Figure 9: Paired-event-study estimates, heterogeneity by driver-level response

The figure depicts event-study estimates of the impact of days relative to benefit receipts on proba-
bility online, by individual-treatment-effects group. Within each driver sample, driver-level individual
treatment effects are estimated following regression 6 and p-values are adjusted to control the False
Discovery Rate. Within each panel (A and B), the top and bottom rows present event studies for
the drivers with a FDR p-value below and above 0.10, respectively. The event studies are estimated
separately for the Retirement Age sample (Panel A) and Working Age sample (Panel B) and separately
for the before and after periods and individual-treatment-effect p-value group, resulting in six different
regressions following equations 3 for each sample or individual-treatment-effect group. The error bars
represent 95% confidence intervals with standard errors clustered at the day and individual levels.
They are not adjusted for postselection and are presented as auxiliary evidence only. The reference
dummies are −8 for the before period and +8 for the after period. The control groups are within-
sample drivers with a day of birth more than seven days away from their treatment date, following
Figure 3.
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measure of labor supply for each of the two samples. The bottom row in each panel

reports estimated coefficients for the group of Retirement Age drivers for whom the

FDR-adjusted p-value is above 0.1—“non-responders.’. We find the effects of benefit

receipt are small and negative only the day before, the day of, and the day after benefit

receipt—largely supportive of the standard life-cycle model of labor supply. Point

estimates are exactly zero for the Working Age sample.

These results are in marked contrast to estimated effects for the individuals with

adjusted p-values below 0.1—“responders.” The decline in labor supply around the date

of benefit disbursement for this group is economically meaningful, with a 20 percentage

point decline in the probability of working during the day of benefit receipt—a 40%

decline relative to baseline. The effects last for up to one week before and after benefit

receipt, with treatment effects gradually approaching zero outside this window. We

find no labor supply responses in our placebo sample of Working Age drivers.

Finally, we use the weekly earnings data to assess foregone income. On average,

responders earn $216 during the week of benefit receipts, against $269 for the other

weeks. This suggests that Social Security-induced labor supply distortions cause a 22%

decline in the week of benefits relative to a $244 weekly average. Retirement Age non-

responders weekly earnings are essentially unchanged during the week of Social Security

benefit receipts. This is also the case for all Working Age drivers.

Overall, this analysis based on individual-level treatment effects reveals substantial

unobserved heterogeneity — that is, heterogeneity that we cannot explain with driver-

level characteristics, as we observe a very limited set of covariates. The results suggest

that statistically significant but economically small average effects estimated in Sec-

tion 4.3 do not represent average micro-behavior. Rather, a small subset of drivers

responds substantially to the timing of Social Security benefits. For the large majority

of drivers, departures from the standard model of neoclassical supply are extremely

small and do not lead to significantly different earnings during the week of benefit
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receipt.

6 Conclusion

This paper investigates the labor supply response of Retirement Age Uber drivers to the

receipt of monthly Social Security benefits. Using a well-established research design that

leverages variation in the timing of benefit payments and a novel identification strategy

that allows for ex ante and ex post effects, we find that, on average, Retirement Age

drivers reduce their labor supply both in anticipation of and following their receipt of

benefits. These effects are precisely estimated, robust to the use of a recently developed

two-stage estimator, and driven by the extensive margin (decision to work or not work

on any given day) but economically small on average. We find no comparable effects

for a placebo group of Working Age drivers.

Leveraging individual-level treatment effects to assess unobserved heterogeneity, we

find that small average treatment effects are largely due to a small group of drivers

(about 1% of the sample) experiencing substantial treatment effects: they reduce their

labor supply by as much as 40% on the day of benefit receipt. In contrast, most drivers

do not exhibit any substantial departure from the standard model of labor supply.

Our results indicate that while most drivers in our sample are forward looking and

do not meaningfully respond to a lump-sum transfer, there are substantial violations of

the standard model of labor supply among a small group of drivers. These violations

cannot be explained by liquidity constraints, which would lead to increasing labor sup-

ply on the days leading to the receipt of Social Security benefits, but instead reflect

nonstandard preferences such as target-earning behavior or inconsistent time prefer-

ences. While our data do not allow us to rule out competing behavioral explanations,

observed patterns are consistent with hand-to-mouth consumption: responding drivers

reduce labor supply ahead of benefit receipt, and labor supply returns to baseline be-
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tween two and six days after benefit receipt.

For most Retirement Age drivers, the welfare consequences of the labor supply

reductions are likely small. The average driver reduces hours online by 2% and effects

are only statistically significant in a small window on the days around benefit receipt.

For this group earnings are essentially unchanged. However, for a small group of drivers,

estimated magnitudes are economically important – drivers spend roughly 40% less time

online on the day of benefit receipt. For responding drivers, anticipation effects begin

nearly a week before benefit receipt and end nearly a week after, with foregone earnings

during the week of benefits amounting to more than 20% of weekly earnings on average.

To the extent that excess sensitivity to benefit receipt affects nearly two weeks of the

benefit month, this suggests that the arbitrary timing and lump sum nature of OASDI

benefits likely comes at a significant welfare cost for these drivers.

A key contribution of our paper is to distinguish between small average effects and

large effects for a small group of Retirement Age drivers. With the latter, broad-based

policies are likely to be less cost-effective than those focused on the few responders.

However, our setting also highlights that a policymaker might not be able to accurately

target those responders: treatment effects are fairly similar along most of the covariates

we observe for Uber drivers. In this context, targeting might be best achieved through

self-selection. For instance, the Social Security Administration might pay benefits once

a month by default but offer individuals the possibility to select a bi-weekly payment

schedule. Given well-established default biases, we might expect only individuals with

the highest benefits from an alternative payment schedule to self-select into one.

While our unique data set provides high-frequency observations of labor supply, it

is limited in terms of the number of covariates useful to explain differences in behavior.

This limits our ability to precisely identify mechanisms. In particular, we do not observe

whether drivers participate in Social Security or, as is the case for a recent immigrant

without the requisite employment history, are even eligible to participate. Rather,
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much like researchers studying EITC receipt, we rely on eligibility and secondary data

that confirm high rates of take-up among eligible groups. This implies that some of

the null individual-level treatment-effect estimates are the result of non-participation

rather than rationality. However, given the small share of responders in our sample,

this seems unlikely to undermine our key finding that most drivers behave in a way

that is consistent with standard economic theory.

This paper extends a large empirical literature on behavioral changes in response

to large lump-sum transfers. Broadly speaking, prior work finds that households are

more likely to consume and less likely to work upon receipt of a lump-sum transfer.

However, effect sizes are small. Our results raise the question: to what extent are

estimates in earlier papers driven by averaging results over a large population of non-

responders and a small population of responders? We are able to consider individual-

level treatment effects because of unique data that offer more observations per unit

and repeated treatments of units. This suggests that revisiting earlier studies with

high-frequency data might prove a fruitful direction for future research.
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A Online Appendix

A.1 Additional descriptive results

Figure A10: Drivers’ year of birth

Number of drivers by year of birth bins. The Retirement Age facets comprise a random sample of
drivers born in 1956 and earlier, whereas the Working Age facets comprise drivers born between 1958
and 1961.
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Figure A11: Labor supply residualized by day of month, alternative outcomes

The figure presents the mean residuals of the regressions Yit = Dt + Bi + εit, where Yit is a measure
of labor supply on day t for driver i (number of hours spent driving in panel A, probability of driving
in panel B), Dt are day of month fixed effects, and Bi are day of birth cohorts fixed effects (1 to 10,
11 to 20, or 21 to 31), with residuals computed separately for the Working Age and Retirement Age
samples. The colored rectangles outline the time windows when each day of birth cohort is expecting
to receive their benefits (these are windows rather than points as Wednesdays fall on different dates
each month).
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Figure A12: Labor supply residualized by date, alternative outcomes

The figure presents the mean residuals of the regressions Yit = Datet+Bi+ εit, where Yit is a measure
of labor supply on day t for driver i (number of hours spent driving in panel A, probability of driving
in panel B), Datet are date fixed effects, and Bi are day of birth cohorts fixed effects (1 to 10, 11 to
20, or 21 to 31), with residuals computed separately for the Working Age and Retirement Age samples
and plotted relative to the day of receipt of benefits.
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A.2 Event studies

Figure A13: Other outcomes

The figure depicts event-study estimates of the impact of days relative to benefit receipt on labor

supply (hours active in Panel A, and probability active in Panel B). The event studies are estimated

separately for the Retirement Age sample (top rows) and Working Age sample (bottom rows) and

separately for the before and after periods, resulting in six different regressions following equations 3

for each sample. The reference dummies are −8 for the before period and +8 for the after period. The

control groups are within-sample drivers with a day of birth more than seven days away from their

treatment date, following Figure 3. The error bars represent 95% confidence intervals with standard

errors clustered at the year and individual levels.

45



Figure A14: Event studies, probability online heterogeneity by Full Retirement Age

The figure depicts event-study estimates of the impact of days relative to benefit receipt on Probability

Online, highlighting heterogeneity for Retirement Age workers before and after the Full Retirement

Age. The event studies are estimated separately for the before and after periods, resulting in six

different regressions following equations 3 for each sample. The reference dummies are −8 for the

before period and +8 for the after period. The control groups are within-sample drivers with a day

of birth more than seven days away from their treatment date, following Figure 3. The error bars

represent 95% confidence intervals with standard errors clustered at the year and individual levels.

The Full Retirement Age (FRA) is 66 for drivers born from 1943 to 1954, and 67 for drivers born after

1959. For the drivers in our sample born between 1955 and 1959, the FRA increased from 66 to 67 in

two-month increments. In this figure, we exclude the small group of drivers who become FRA during

our period of study (2018-2019).
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Figure A15: Retirement Age drivers, probability online, heterogeneity by age group

The figure depicts event-study estimates of the impact of days relative to benefit receipt on Proba-

bility Online, highlighting heterogeneity for Retirement Age by age. The event studies are estimated

separately for the before and after periods, resulting in six different regressions following equations 3

for each sample. The reference dummies are −8 for the before period and +8 for the after period. The

control groups are within-sample drivers with a day of birth more than seven days away from their

treatment date, following Figure 3. The error bars represent 95% confidence intervals with standard

errors clustered at the year and individual levels.
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A.3 Individual treatment effects analysis

A.3.1 Bonferonni correction

Figure A16: Histogram of the individual treatment-effect Bonferroni-adjusted p-values

Individual treatment-effect Bonferonni-adjusted p-values, using probability online as the outcome.
Each driver-level treatment effect i is estimated with regression 6, and the Bonferonni correction
applies to the entire sample of drivers. Because of the large mass of p-values equal to 1, we truncate
the x-axis at 0.99 for visibility.
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Figure A17: Paired-event-study estimates, heterogeneity by driver-level response, Bon-
feronni correction

The figure depicts event-study estimates of the impact of days relative to benefit receipts on proba-

bility online, by individual-treatment-effects group. Within each driver sample, driver-level individual

treatment effects are estimated following regression 6 and p-values are Bonferonni-adjusted. Within

each panel (A and B), the top and bottom rows present event studies for the drivers with a Bonfer-

onni p-value below and above 0.10, respectively. The event studies are estimated separately for the

Retirement Age sample (Panel A) and Working Age sample (Panel B) and separately for the before

and after periods and individual-treatment-effect p-value group, resulting in six different regressions

following equations 3 for each sample or individual-treatment-effect group. The error bars represent

95% confidence intervals with standard errors clustered at the day and individual levels. They are not

adjusted for postselection and are presented as auxiliary evidence only. The reference dummies are −8

for the before period and +8 for the after period. The control groups are within-sample drivers with

a day of birth more than seven days away from their treatment date, following Figure 3.
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Figure A18: Social Security Receipt by Drivers by Age, ACS 2018-2019.

Data is from the the American Community Survey (ACS) for 2018 and 2019. We restrict the sample
to survey respondents aged 62 and up, with occupation code corresponding to taxi drivers or shuttle
drivers and chauffeurs. We generate an indicator variable equal to one if the respondent received
positive income from social security, and zero otherwise. We compute the share of respondents that
received social security by age, grouping those aged 75 and up into one category. The bar graph shows
the share of drivers reporting social security income by age.
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Figure A19: Total Driver Income by Source and by Age, ACS 2019-2019.

Data is from the the American Community Survey (ACS) for 2018 and 2019. We restrict the sample
to survey respondents aged 62 and up, with occupation code corresponding to taxi drivers or shuttle
drivers and chauffeurs. For each source of income category and total income, we compute the average
amount, in dollars, of income received by age, grouping those aged 75 and up into one category. The
stacked bar graph shows the average income breakdown across categories by age, in dollars.
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B Supplemental Material

Figure A20: State of residence of drivers

B.1 Finite-sample inference

As an alternative to multiple hypothesis-corrected asymptotic p-value, we present below

a large-scale randomization-inference procedure (Efron, 2013) in the spirit of Mu, Rubin,

and Zou (2022). For each of the 90,961 drivers i in our sample, we employ the following

algorithm: (1) Randomly draw a sample of 1,000 placebo drivers, indexed by j, from
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Figure A21: Driving behaviors, Retirement Age vs Working Age

Distribution of driver-level average driving behaviors, by estimation sample.

different cohorts. For example, if Driver i was born between the 11th and the 20th day

of a month, we randomly create a placebo sample of drivers with birthdays between the

1st and the 10th, or the 20th and the 31st. (2) Randomly assign each placebo driver to a

cohort other their own. To illustrate, if Driver i was born between the 11th and the 20th

and randomly chosen placebo Driver j was born between the 1st and the 10th, Driver

j has a 50% chance of being assigned a placebo day of birth between the 11th and the

20th and a 50% chance of being assigned a placebo day of birth between the 21st and

the 30th. (3) Compute the placebo seven-day Social Security–treatment window, D,

for this placebo driver. (4) Estimate equation 6 for placebo driver j. (5) Repeat steps

2, 3, and 4 for each of the 999 other placebo drivers. (6) Compute, among the 1,000

placebo drivers, the randomization p-value as the number of estimated coefficients on

D that are larger (in absolute value) than the real effect: p̂i =
∑1000

j=1 I(τ̂j>τ̂i)

1000
. Here, I(·)

is an indicator function equal to 1 if (τ̂j > τ̂i)—the null hypothesis of no effect.

By construction, we would expect a uniform distribution of randomization-inference
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Figure A22: Driving behaviors, Retirement Age vs Working Age, by day of birth cohort

Distribution of driver-level average driving behaviors, by estimation sample and day of birth cohort.

p-values. In particular, we would expect no differences between the p-values for positive

and negative individual treatment effects. Figure A28 presents the histogram of the

randomization p-values for each of the three cohorts for both samples. The p-values

corresponding to positive and negative individual treatment effects are colored blue and

red, respectively.
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Figure A23: Working Age, instant pay heterogeneity, probability online

The figure depicts event-study estimates of the impact of days relative to benefit receipt on Probability
Online, highlighting heterogeneity by Instant Page usage for the Working Age group. The event studies
are estimated separately for the before and after periods, resulting in six different regressions following
equations 3 for each sample. The reference dummies are −8 for the before period and +8 for the after
period. The control groups are within-sample drivers with a day of birth more than seven days away
from their treatment date, following Figure 3. The error bars represent 95% confidence intervals with
standard errors clustered at the year and individual levels.
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Figure A24: Working Age drivers, probability online, heterogeneity by age group

The figure depicts event-study estimates of the impact of days relative to benefit receipt on Probability
Online, highlighting heterogeneity by age for the Working Age group. The event studies are estimated
separately for the before and after periods, resulting in six different regressions following equations 3
for each sample. The reference dummies are −8 for the before period and +8 for the after period. The
control groups are within-sample drivers with a day of birth more than seven days away from their
treatment date, following Figure 3. The error bars represent 95% confidence intervals with standard
errors clustered at the year and individual levels.
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Figure A25: Retirement Age, workweek heterogeneity, hours online

The figure depicts event-study estimates of the impact of days relative to benefit receipt on Hours
Online, highlighting heterogeneity by workweek behavior for the Retirement Age sample. The event
studies are estimated separately for the before and after periods, resulting in six different regressions
following equations 3 for each sample. The reference dummies are −8 for the before period and +8 for
the after period. The control groups are within-sample drivers with a day of birth more than seven
days away from their treatment date, following Figure 3. The error bars represent 95% confidence
intervals with standard errors clustered at the year and individual levels. To construct the quartiles of
workweek behavior, we compute the share of time a driver is online during the workweek (as opposed
to during the weekend) at the driver level, within the Retirement Age sample.
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Figure A26: Working Age, workweek heterogeneity, hours online

The figure depicts event-study estimates of the impact of days relative to benefit receipt on Hours
Online, highlighting heterogeneity by workweek behavior for the Working Age sample. The event
studies are estimated separately for the before and after periods, resulting in six different regressions
following equations 3 for each sample. The reference dummies are −8 for the before period and +8 for
the after period. The control groups are within-sample drivers with a day of birth more than seven
days away from their treatment date, following Figure 3. The error bars represent 95% confidence
intervals with standard errors clustered at the year and individual levels. To construct the quartiles of
workweek behavior, we compute the share of time a driver is online during the workweek (as opposed
to during the weekend) at the driver level, within the Working Age sample.
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Figure A27: Retirement Age, workday heterogeneity, probability online

The figure depicts event-study estimates of the impact of days relative to benefit receipt on Probability
Online, highlighting heterogeneity by workday behavior for the Retirement Age sample. The event
studies are estimated separately for the before and after periods, resulting in six different regressions
following equations 3 for each sample. The reference dummies are −8 for the before period and +8 for
the after period. The control groups are within-sample drivers with a day of birth more than seven
days away from their treatment date, following Figure 3. The error bars represent 95% confidence
intervals with standard errors clustered at the year and individual levels. To construct the quartiles
of workday behavior, we compute the share of time a driver is online during the 10am - 4pm window
at the driver level, within the Retirement Age sample.
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Figure A28: Histogram of the individual-treatment-effect randomization p-values

Individual-treatment-effect randomization-inference p-values using probability online as the outcome.
For each driver-level treatment effect i estimated with regression 6, we randomly choose 1,000 drivers p
in the same driver sample (Retirement Age or Working Age) and in the other two day-of-birth cohorts.
We then randomly assign one of the two wrong treatment dates following a Bernoulli draw. For each
driver i, the randomized p-value is computed as the share of the 1,000 placebo treatment effects p that
are larger (in absolute value) than the estimated ITE for i. The p-values are plotted separately for
positive (in blue) and negative (in red) treatment effects.

60



Figure A29: Paired-event-study estimates, heterogeneity by driver-level response, ran-
domization p-values

Individual treatment effect randomization inference p-values using “hours online” as the outcome. For
each driver-level treatment effect i estimated with regression 6, we randomly choose 1,000 drivers p in
the same driver sample (Retirement Age or Working Age) and in the other two day of birth cohorts.
We then randomly assign one of the two “wrong” treatment dates following a Bernouilli draw. For
each driver i, the randomized p-value is computed as the share of the 1,000 placebo treatment effects
p that are larger (in absolute value) than the estimated ITE for i.
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